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ABSTRACT 

Millions of customer reviews for products are available online 

across hundreds of different websites. These reviews have a 

tremendous influence on the purchase decision of new customers 

and in creating a positive brand image. Understanding which of the 

product issues are critical in determining the product ratings is 

crucial for marketing teams. We have developed a solution which 

can derive deep insights from customer reviews which goes 

significantly beyond keyword based analysis. Our solution can 

identify key customer issues voiced in the reviews and the impact 

of each of these on the final rating that a customer gives the product. 

This insight is very actionable as it helps identify which customer 

concerns are responsible for bad ratings of products. 
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1 INTRODUCTION 

Figure 1 shows a typical review of a product. A review often 

discusses both the pros and cons of the product and associated 

customer support/service experience. The final rating in a product 

review is often based on only a few critical sentences that explain 

the rating. 

Understanding the key attributes and how much they impact 

customer perception of the product is very important for R&D and 

marketing teams to maintain brand image and reduce support costs. 
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   Figure 1: Sample review of a product 

 

Employing people to read reviews is not a scalable solution 

although it is still used to gain anecdotal insight into a product. 

Basic text analytics can be employed to extract significant 

keywords (ex: tag clouds) in good and bad reviews and visualize 

them using dashboards. However, such analysis struggles with the 

variability in how two different reviewers express the same intent. 

 

Recently the field of NLP has been revolutionized by deep learning 

[1]. Neural networks are able to create excellent representations of 

words and sentences [2, 3]. Denil et. al [4] apply CNN based 

prediction of sentiment based on deep representation words, and 

sentences in a paragraph. They are able to infer the importance of a 

particular sentence to the final sentiment by finding the derivative 

of the output prediction with respect to an input sentence using 

backpropagation. Lin et. al. [5] introduces the idea of attention into 

deep sequence analysis using recurrent neural networks (RNNs). 

They are also able to discover which phrases of a paragraph are 

most important in predicting ratings. Barzilay et. al. [6] develop the 

concept of “hard” attention to identify sentences that best explain a 

particular rating. 

 

The methods described above are focused on explaining individual 

ratings. What we are after in this paper is a higher-level 

understanding of what issues (which may be expressed in various 

ways in different reviews) are most important in determining 

overall ratings. We are also interested in quantifying their impact. 

 

Our solution derives key factors and their importance from the 

reviews. The output of our solution is a visualization of the relative 

importance of different customer issues on product ratings. The 

insights produced by our solution will help to identify the key 

customer issues. Our solution also helps prioritize the issues that 

need to be remedied soon to boost product ratings. 
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2 DETAILS OF OUR SOLUTION 

2.1 Attention Model to Identify Key Sentences 

To identify the key sentences within a customer review, we 

leverage a deep learning based mechanism known as attention 

models. Attention models are based on the visual attention 

mechanism found in humans. Humans can understand an image by 

focusing on certain parts of the image with focus (attention) while 

paying less attention to the rest of the image. Attention mechanism 

have also been successful in improving machine translation tasks 

by allowing the decoder to decide on the parts of the source 

sentence to pay attention to [7]. In general, attention mechanism 

uses deep learning techniques to identify parts of the input which 

are critical in determining the output. In our case, it boils down to 

identifying key phrases within a review which had more influence 

in determining the product rating given by the customer. An 

example of such key phrase identification is presented in Figure 2. 

An overview of our solution pipeline is presented in Figure 3. 

 

 
Figure 2: Visual representation of Attention Model output. Red 

text indicates the sentences which got attention 

 

The attention model pipeline comprises of Sentence Embedding 

Model and Classification Model. The Sentence Embedding model 

utilizes bidirectional LSTM layers to obtain hidden state 

representations at each sentence tokens and then applies a self-

attention mechanism in the form a set of summation weight vectors 

for these state representations. An embedding for the sentence is 

obtained by element-wise dot operating the summation weight 

vectors with the LSTM hidden states. This model is applied to 

classification model, combined with a fully connected layer and a 

SoftMax layer. The model as shown in Figure 4, takes the LSTM 

hidden states H as input, and outputs a matrix A, whose rows 

correspond to attention weight vectors:  

𝐴 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊𝑠2 tanh(𝑊𝑠1𝐻
𝑇))            (1) 

 

where {Ws2, Ws1} are the weight parameters. The embedding 

vector M is evaluated by multiplying the annotation matrix A and 

LSTM hidden states H, resulting in sentence embedding matrix: 

 

𝑀 = 𝐴𝐻                                                  (2) 

 

After this computation, the values inside the matrix A will give the 

attention weights assigned to each individual word. For a sentence 

level attention value, we average the attention value weights of all 

the words in the sentence.  After sorting these values, we determine 

which of the sentences within a review got the most attention. 

 

Figure 3: Our Solution Pipeline
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Figure 4: Multiple weighted sums of hidden states from a 

bidirectional LSTM as sentence embedding  

 

 

2.2 Clustering of Sentences after Attention  

After the attention model provides the important sentences in each 

review, we perform a clustering operation on all the important 

sentences. The aim of this module is to group together the sentences 

which might be talking about the same issue. For sentences like 

“wi-fi connection with the printer was lost frequently” and 

“wireless keeps disconnecting” will be clustered together by this 

approach. For clustering of sentences, we create a vector 

representation for each sentence by averaging the word embedding 

vectors of all the words in a sentence. We then use K-means 

clustering algorithm to cluster the similar sentences together. The 

optimal number of clusters (K) is found using an approach called 

the elbow method.  

In the elbow method, the clustering is performed over a range of 

values of K (say, K from 2 to 10), and then for each value of K, 

compute the sum of squared errors (SSE) of the distances of the 

observations from the centroid of the cluster they are assigned to. 

When this graph is plotted it will look like the example shown in 

Figure 5. 

As shown in Figure 5, the graph looks like an arm and then the 

elbow of the arm represents the optimal value of K. The intuition 

behind this approach is that the elbow denotes the value of K after 

which there is only a small reduction in SSE with an increase of K. 

 

After we find the optimal value of K, we perform the clustering 

which assigns a cluster number to each sentence (values 1, 2,…, 

K). 

 

 

Figure 5: Sum of Squared Errors (SSE) vs the Number of 

Clusters (K) plot 

 

 

Figure 6: An example cluster and its member sentences 

 

2.3   Computing Representative Sentence for each 

Cluster   

For each of the cluster of sentences, we compute a representative 

sentence for the cluster by using a scoring method. For each word 

in the cluster, we attach a score based on totally how many times it 

appears in the cluster. Then for each sentence in the cluster, we 

compute a sentence score by adding up the word scores for all the 

words in the sentence and dividing it by the number of words in the 

sentence. After this, we select the sentence with the maximum 

score. This method has worked well for choosing a representative 

sentence for the cluster. The sentence thus chosen always reflected 

most of the sentences within a cluster. The representative sentence 

is required to finally visualize the impact of each cluster in the 

product ratings. 



 4 

 

2.4 Identifying the relative importance of 

Customer Issues  

 

After the clustering sentences which got attention, each review is 

converted to a feature vector of K dimensions (equal to the number 

of clusters).  For every sentence which got attention in the review, 

based on the cluster it belongs to, we assign the value 1 in the 

corresponding column of the vector. At the end of this operation, 

each review will be a K dimensional vector containing 0’s and 1’s. 

The modified reviews are passed to a gradient boosting classifier. 

For our classifier, the input is the feature vectors and the output 

label is the rating (the number of stars the customer gave).  

 

Gradient Boosting [8] is a machine learning technique for 

classification which produces an ensemble of weak prediction 

models which maximizes the performance of the classifier. The 

gradient boosting classifier creates a model which can predict the 

rating of a new given review and also it gives the relative feature 

importance of the features it is trained on. In our case, the features 

are the issues (clusters) the customers write about in the reviews 

and the feature importance values identify the effect each issue has 

on the customer rating.  

 

We use the feature importance aspect [8] of Boosting algorithm to 

compute a score which indicates how valuable each feature was in 

the construction of the model. This is followed by the creation of 

visualization for the feature importance. This output will 

demonstrate which customer issues are most responsible for the 

lower ratings of products. 

 

3 RESULTS AND DISCUSSION 

3.1 Visualization of Feature Importance 

We collected customer reviews for printer domain from more than 

100 websites. The dataset consists of more than 1.3 million 

customer reviews. The main components of the dataset are the 

verbatim customer reviews and the ratings the customer gave for 

the product (which usually ranges from 1 star to 5 stars). As a first 

step, we perform rating normalization so that we have a uniform 

rating range across the data from the different websites. We also 

perform various text cleaning techniques like stop-word removal 

and stemming so that we can remove the noisy components in the 

text data. After the data pre-processing, we pass the data through 

our solution pipeline.  

 

 

The gradient boosting classifier which we trained on our full dataset 

can predict the product ratings from the reviews. We trained our 

classifier with 80% of the data and 20% was kept aside for testing. 

Our classifier was able to achieve an average accuracy of 82%. As 

discussed in the earlier section, the output of our solution is the 

visualization of feature importance, produced by the gradient 

boosting classifier. 

 

 

 
 

Figure 7: Output of our solution for one product 

 

Sample output of our solution for one of the product models is 

shown in Figure 7. As shown in the figure, our output makes it very 

easy for other teams to understand We have generated similar 

outputs for more than 500 printer models. These results are shared 

in the format of a dashboard which can be used by different teams 

within the companies to identify the key issues with their products 

and also prioritize their tasks.  

4 CONCLUSIONS 

In summary, we have been able to identify the key customer issues 

from millions of reviews worldwide. Our solution also provides 

which of the customer issues are critical in determining the product 

rating given by the customer. Our solution can process millions of 

reviews and generate an output which the experts feel is very 

relevant. As part of the future work, we are looking at using the 

attention model itself to compute the feature importance. 
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